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Intelligence analysts must find 
relationships in huge amounts of data

• Data is collected from multiple sources at 
increasing rates

• Challenge:  identify relationships and uncover 
patterns in a timely manner

• Approach:  use semantic graphs to represent the 
data and graph algorithms to discover hidden 
relationships
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Semantic graphs have types and 
attributes on the vertices and edges

Semantic Graph Ontology
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Semantic graphs in intelligence 
applications are becoming enormous

• Distributed memory parallel computers must be 
used to store and search these graphs

• Graphs must be partitioned onto separate 
memories and graph searches must have low 
communication cost

• Semantic graphs have topological properties that 
make partitioning very challenging

• Our goals are to develop partitioners and efficient 
parallel search algorithms
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We are developing parallel 
algorithms to search massive graphs

• Semantic graph models
• Partitioning approaches 

with bounded messaging 
cost that utilize the 
ontology

• New ontology-based 
probabilistic heuristics 
for searching graphs

• New heuristics for 
searching general graphs



Chow-6DHS ASC PI Meeting 2004

Partitions of a complex network may 
induce O(P2) communication
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We use an edge partitioning 
approach to get O(P) communication

Example partitioning on 4 processors

• Coarse partitioning of 
√P parts

• Expanding a vertex is 
√P communication

• Updating the fringe is 
also √P communication

• Disadvantage is more 
complicated parallel 
implementation

• Edge partitioning can 
be based on edge types
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2D-hypergraph partitioning shows 
dramatic potential of this approach
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Simulated communication performance for 400 partitions
shows potential for orders of magnitude improvement with
this approach
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We are developing heuristics to 
guide and accelerate the search

h=4

h=3

h=5 The ontology gives a
lower bound on distance

• Distance estimates are used to guide the heuristic 
search (A* search)

• Vertex and edge frequencies give a probabilistic 
measure of the heuristic estimate

• Parallelization will use standard owner-computes 
model
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For typical ontologies, heuristic 
search is 2-3 times faster than BFS
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We are also developing heuristics 
based on the graph itself
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h(i,j) = max{ h1(i,j), …, hm(i,j) },   m centers
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Example:  heuristic distance to a 
vertex on a mesh

Heuristic distance to red vertex given two center vertices
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For a lattice graph, search complexity 
reduces from O(L2) to O(L)

400 x 400 lattice

BFS

A* with 3 centers
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For a random graph, search time can 
be reduced ten-fold

Random graph with 156843 
vertices and 319686 edges

BFS

A* w
ith 62 centers

A* w
ith 6 ce

nters
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Our new algorithms will give graph 
analysis vastly more power

• Enable search on distributed parallel computers
• Anticipate significant decreases in communication 

time and search complexity

• Future research will continue to be relevant to 
large-scale applications
– Develop parallel implementations
– Exploit properties of semantic graphs and complex 

networks in 2D partitioning
– Develop hierarchical graph representations and 

algorithms 
– Develop algorithms for dynamically changing graphs
– Exploit temporal locality in queries to drive partitioning
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